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• Let L(VM ,WN) denote the vector space of all linear transformations from V toW . LetMN×M

denote the vector space of all N ×M matrices. Then L(VM ,WN) ∼= MN×M . So L(VM ,WN)
has dimensionM ·N .

• The dual space V∗ of a vector space V is the space L(V ,R). And we have dim(V∗) = dim(V).

• Suppose {ei}Ni=1 is a basis for the vector space VN . The dual of this basis is {εj}Nj=1, which is a
basis for V∗, and has the property εj(ei) = δji .

• A map T : V1 × V2 × · · · × Vr → W is called r-linear if it is linear in all its variables.

• Let τ 1 ∈ V∗
1 and τ 2 ∈ V∗

2 . Then we can construct a bilinear map τ 1 ⊗ τ 2 : V1 × V2 → R by
τ 1 ⊗ τ 2(v1, v2) = τ 1(v1)τ 2(v2)

The expression τ 1 ⊗ τ 2 is called the tensor product of τ 1 and τ 2.

• Let v ∈ V . We define the mapping v : V∗ → R by
v(τ ) = τ (v)

• The bilinear map h : V∗ × V → R defined by h(τ , v) = τ (v) is called the natural pairing of V
and V∗ into R. It is denoted by h(τ , v) = τ (v) = 〈τ |v〉.

• Let V be a vector space with dual space V∗. Then a tensor of type (r, s) is a multilinear mapping
Tr

s : V∗ × V∗ · · · × V∗︸ ︷︷ ︸
r times

×V × V · · · × V︸ ︷︷ ︸
s times

→ R

All these tensors form a vector space, which is denoted by T r
s (V). r is called the contravariant

degree, and s is called the covariant degree.

• A tensor of type (0, 0) is defined to be a scalar; a tensor of type (1, 0) is a vector; a tensor of
type (0, 1) is a dual vector.
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